Thecus

Subsidiary of Ennoconn

Scale-Out Functionality User Guide (rev. v3 Fw v3.02.00 and after)

Important Notes:

1. The Client mode is the default mode.

2. The Scale-Out function can be setup as “Client-Server combo mode” or “Pure Server
mode” of associate system.

3. Once the system has enabled the “Pure Server mode” of the Scale-Out function, all other
services will be stopped.

4. Itis recommended to use only identical HDD models in one NAS

5. If Auto Management is enabled, please ensure that the standby brick volume’s size is
equal or greater than the size of the damaged volume

6. It is recommended to use at least two Scale-Out systems to avoid a single point of
failure.

7. Resetting a Scale-Out server will erase all data.

8. “Brick” means storage volume in the context of this manual, e.g. a formatted HDD or a
RAID 1, etc.

9. Even though, theoretically a scale out compound can be realized over the internet with
the use of VPNs, we recommend the usage in a local network environment with at least

one Gigabit of bandwidth.
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General Explanation of Scale Out

The Scale-Out function allows volume capacity to be expanded dynamically through connecting
numerous independent Thecus NAS systems in the same network subnet. The most remarkable
advantage concerning the Thecus Scale-Out function is that the expansion impact is minimal.
Added capacity will be seamlessly integrated into the network storage, the data will be
automatically redistributed to the new storage capacity and even single disks in existing NAS can
be added to the scale out compound easily.

Also, since the data is distributed across devices, RAID system’s redundancy becomes obsolete in
many applications as the Scale-Out system offers redundancy (with the number of copies being
selectable) across devices with the added advantage that data would be still accessible, even if a
whole NAS unit becomes unavailable.

Scale-Out relies on a client-server architecture and it is recommended to use at least two Thecus
NAS systems. One acts as a client and the other one as server. However, scale-out function can
still work for single Thecus NAS device but requires at least 3 volumes.

To understand better how Scale-Out works and learn how to easily set it up, let’s systematically go
through the steps below.

The Scale-Out function can be found under the “Storage” category in the “Setting" Panel.

First Steps and Scale-Out Mode

In this example, the Thecus N2810 and 2xN5810PRO will be used for  Setting Panel
the setting steps and actual usage. The N2810 will serve as the

bl

Scale-Out “client-server combo mode” and the other 2 units will act as
Control v
Scale-Out servers.

Privilege v
To become the Scale-Out server, the user must have created a volume,  Storage &
which can be a RAID over several disks or a single disk classified as a Disk & Raid
JBOD (these creation functions are listed together in the RAID menu of isCs)
the OS). The RAID volume can be created by following the standard 150 Mount

creation procedure (please refer to the user manual) or by enabling ,
Disk Clone and Wipe

“‘Auto Management”, located in the advanced settings. For this sample
unit we had a volume created before. Below you can find a screenshot
of the RAID creation menu showing the volume status, which is a  =®Mces bt

JBOD over two disks in our example case. Backup v



RAID Disk Spin Dom Disk Secumty

Craale
RAID Mame | Status Lewvel Disk Capacity File Syst FSCK Time F3CH Status
& =01 Healthy JBOD 1 | D.00% 00856 /18303068  extd
scOz2 Healthy JACD 2 | 0.0 UGB/ 1850.50G8 biris

The system IP address is needed to let the Scale-Out client connect, so we have listed the
system’s IP address. The example system IP for this unit is 172.16.65.153.

Netwark Sethng Linking Aggregation Cuality of Serice DONS

WANTLAN Sefting
@ WANLANT IPyd; 1721665153 MAC: DD; 1470 19:02°29 Edit
@ LANZ 1Py MAC: 001478 19:00°30 Edit

Now, we can continue to set the Scale-Out functional role for this candidate. The Scale-Out
functions can be found under the “Storage” category. Click on Scale-Out and the settings screen
will appear as below. The default status of associated system of Scale-Out function is
“Uninitialized”. To enable the Scale-Out function, it needs to define the Scale-Out function mode
either “Client-Server combo mode” or “Pure Server mode”.

To have “Client-Server combo mode” enabled, simply click on “Start Scale-Out” button and leave
“Pure Server mode” check box blank or checked on box to let system become “Pure Server mode”.
The major different in between “Client-Server combo mode” and “Pure Server mode” is
“Client-Server mode” can act client and server roles at same time, it normally used in the single
NAS environment and will expand capacity later. For “Pure Server mode” it is obviously only act as
server role.

The Scale-Out “Client-Server mode” will have \
MASTER RAID volume of associate system remains in
CLIENT mode. All other volumes will become to
scale-out bricks.

The Scale-Out “Pure Server mode” will have all RAID
volume of associate system become to scale-out

bricks. j

Scale-Out function default status: Uninitialized




Scale Cut

Scale Out

Status Uninitialized

Fure Server Mode i Enable

Cluster Password (1) seeeseeeme

Sync E-mail Motification (1 5 E-miail Motification Set
Start Scale Out Resel Scale C

Client-Server combo mode enabled. (Pure Server mode unchecked)

Scale Out Storage Pool Volumes Auto Management

Cluster Password (1) | sesssssene
Sync E-mail Nofification (i Sync E-mail Notification Setting
Stop Scale Out Reset Scale Out

Pure-Server mode enabled.

Scale Oul | Storage Pod NPT Auba Managemeant
Lo | I
Staus Achivana
Pure Server Mode (i | Enalbile
Cluster Fassword (i) 00| seesssme
Syne =-mall Moofication Li Sync E-mail Molifcation Sating

Bhop Scale Cufl Ressat Scale Cut

Enabling Scale-Out

The default status of Scale-Out is uninitialized. To activate the Scale-Out function, choose the
Scale-Out mode as described in the previous section and then please input a password in “Cluster
Password”. Follow by clicking on the “Start Scale-Out” button. This cluster password is going to be



used for the scale-out server members to know each other and distinguish it from other Scale-Out
groups.

If the Scale-Out “Pure-Server Mode” has been created, the system will log out automatically.
Please login again and since the Scale-Out “Pure Server mode” has been enabled, you will notice
that many functions have been disabled, such as iSCSI, samba, afp ftp, etc. If the “Client-Server
mode” has selected, it can be carried on for other operations.

Setting Panel - M
O, Function Search Scale Out | StoragePool  Volumes  Auto Management
Contro v
Privilege v
Storage A
tat Activate

© Disk & Raid
R

= iscs!

© 150 Mount Cluster Password (0) | ssssessees

# SSD Cache ~p—— Aot N
£-mail Notification (i

» Disk Clone and Wipe
By Stop Scale
_

L2

vy Swift

@ High-Avaiiability

Services v
Backup v

Once the Scale-Out function has been activated, more tabs will become available for further

settings.

Scale Oul Storage Poaol Volumes Aulo Managament

Scale
Status Activate
Fura Server Mode (i ¥l Enable
Cluster Password (i} | =oeeeeeess
Sync E-mail Nofification (1 Sync E-mail Notification Setting

Stop Scale Out Resel Scale Oul

Storage Pool

“Storage Pool” is the tab that lists the available “Peers” for Scale-Out server members. The “Peers”
can be seen as a single system. In the “Peer” information section, we can see that there is one
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“Brick” available; the “Brick” can be seen as a “Volume” count of the associated system; this
sample unit has 2 volumes created initially and Scale-Out has “Client-Server combo mode”
selected. So the master RAID volume will keep as client mode to be used, and the other volume will
become accessible to be used as a brick in Scale-Out. Look at the screenshot below for details

Setting Panel

Q, Function Search Seale Out Storage Pool | Volumes Aulo Managemen!
Contro -
Add Peer Refresh
Privilage »
s Mame b ddre o1 ri ount Pure Sener Mode Status

Storage

. * ¥ MNSE10pmist T ] O 2

& Disk & Raid

To add more “Bricks” from other systems, click on “Add Peer”, and the system will browse the local
network and list all available “Peers” to choose from. See below for a sample list:

Please Select NAS

Select NAS which you want {0 add into scale out cluster

NAS Name Y P Address Y NAS Type Y \Version ) ¢

Let's choose N5810pm1st, then click “Next”, the system will then require the admin’s password to
gain permission to be added.



Add Peer

Piease input admin password to add peer

X IP Address Admin Password Pure Server Mode

N5810pm1st

—m

Input the admin’s password of the associated system and then click the “Add” button.

Add Peer

Pilease noul Admin password 10 200 peer

Add Peer

N5810pmist = e &

The system will start to communicate with the selected candidate and display a pop-up message
once the operation has been completed. Since the system will need to enable the Scale Out role at
the candidate’s side, it may take a little while; therefore please be patient while the task is being
completed.

Now the storage pool will have a new Peer that will join two additional bricks (from N5810pm1st
with “Pure Server mode enabled) to the storage pool. Please see below.



Scale Cut Storage Fool Volumes Auto Managemeant

Add P Refresh
MAS Mame T P Address ¥ Brick Count Pura Server Maode | Slatus
b NS310pmist 172.16.65.103 I 2 l & Online
¥ N2310s¢ 172.16.65.153 i Onlang
Seale Cu Slorsge Po Volumes Ao tanagemenl
Add Peer Retresh
HAS Name IP Address T Brick Count Fure Server Mode | Status
4 WSE10pmiist 1721655 103 7 a Anling
Mo RAID Name Status Disk Capacity
& 15 Heabh ] 15TE
2 15402 HeEalty 3 1278
] 8108t 72188 ] -]
No RAI0 Name Status Disk Capacity
£02 Heal 2 15 TB

Let’s check where these bricks have come from. Login to the just added NAS (http://172.16.65.103)

(only in this example, your IP will differ) and check the RAID volumes and you will find that the
volumes have joined the list of our Scale-Out bricks.

Setting Panel

-0 X
O, Function Search... RAID | Disk = SpinDown
Conitrol v
Create
Privilege
RAID Name @ Status Level Disk Capacify File Syst FSCK Time FSCK Status
Storage
G 1st01 Healthy JBOD 2 | 0.00% 0.04GE /1859 59G8 g
. Disk&Rad 2
¢ 880 Cache 1st02 Healthy  JBOD 3 | 0.00% 007GE/1630.30G8  extd
wet el

Ya Nisk Mnne and Wina

For the same Scale-Out server group, members will sync their settings periodically. As you can see,

the first Scale-Out sample unit N2810@172.16.65.153 and the joined peer
N5810pm1st@172.16.65.103 have the same “Storage Pool” lists.


http://172.16.65.1/

f  C 0 [01721665153 |

" @O0 S 6 R

Setting Panel

—
Q, Funclion Search.. Scale Out | Storage Pool | Volumes  Auto Management
Control
Add Paer Refresh
Privilege L
NAS Name T [P Address Y Bnck Count Pure Servar Mode = Status

Storage

= b N5B10pmist 172,16.65.103 2 (] Online
59 Diska Rald b N2B1DSE 172.16.65.153 1 Dnkne
2R iscsl

I(— C { | ® 1721665.103 | TR OO S 63
Setting Panel -0 X
Q, Function Search.. ﬁale Cut | Storage Pool | “iolumes | Auto Management \
Control v
Add Peer Refresh
Privilege v
NAS Name T | IP Address T EBEnck Count Pure Server Mode  Status

I A
S b N2810sc 1721665153 1 Online
fi& Disk & Raid b NSE10pmist 172.1665.103 2 0 Online
+ 2N Marha

N\

J

The System will fail to add a Peer if:

other scale out server group.

out function.

1. The selected Peer is already being used in

2. The input admin password is incorrect.
3. The selected system does not support scale

\

)

To remove a “Peer” from the Scale-Out server group, select the associated “Peer” then click the

“Remove Peer” button, then confirm.

Scale Out | Storage Pool

Volumes Auto Management

NAS Name Y [P Address Y Brck Count Pure Server Mode  Status
N5810pm1st | 1721665103 E v
No RAID Name Status Disk
1 & =01 Healthy 2 18718
2 15102 Healthy 3 187B
» N2310s¢ 1721665153 1 Onling

Capacity

Refresh

The Peer cannot be removed if it is at the
localhost level.
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Volumes

After the “Peer” and “Brick” setup has been completed, now we can create a “Scale-Out Volume”

for Scale-Out client to connect with.

Add Scale-Out Volume:

The Scale-Out volume can be created in ANY Scale-Out server as long as it is in the same group.
Let's take our Scale-Out server with the IP http://172.16.65.153 (example) to create a first

Scale-Out volume.

< C {r | ® 17216.65.153

Setting Panel

Q, Function Searc Scale Out Storage Pool Wolumes

Add Operafion =

atatus Violume Namea

Click on “Add” and the “General Settings” screen will appear as below:

il TR 2

11


http://172.16.65.153/

Volume Name Please input volume name here

15101
Replica 2 : 2 Group1 187TB
sc02
Brick Distribution Mode Basad on security v 2
Advanced »

Available capacity: 18 TB

Steps:
1. Input Volume Name: It is going to use this name to create the shared folder.
Let’s take “1stSCvolume” input as an example.

‘ilurmea Mame 1518 Cvolume

2. Replica: This is the setting for how many data copies that are going to be created per volume
group. The default value is 2. So from this example, system will automatically allocate available
bricks to meet the setting, so the count is 2 (N2810 x1 and N5810pm1st x1) and form Groupl. If
using the default value 3, then this volume will have 2 groups and each group having 3 data copies.

Volume Name 1stSCwolume M n ”‘
15901 1878
Replica 2 o2 Groupt 1878
%02 1878
Beick Distriduton Mode Based on securty v 2
Advanced »
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If set replica value 3, then this volume will have 3 data copies as system allocated bricks as shown
below (N2810 x1 and N5810pm1st x2).

Volume Name 15iSCvolume Gioup Brick Group Capacity
: 18901 1878
Replica 3 ias o
Groupt 15902 1878 1878
Beick Disyiduton Mode Based on securty vi2 e 1878

Advanced »

If set replica value 4, then the volume is unable to be created and no group will be listed.

Volume Name 151SCvoiume Group I Brick I Group Capacity
Replica 4 é{}’ 2

Brick Distriduton Mode Based on security vii2

Advanced »

Please note, the total available bricks is 3 (N2810 x1 “Client-Server combo mode” and N5810pm1st
x2 “Pure Server mode”). So to have replica value greater or equal 4 then added additional bricks
are required.

The example above features 3 available bricks but you could \
choose 2 or 3 replica values.

1. The available brick must be greater or equal than the
replica or the volume won’t be created.

2. If setup two replicas and the available bricks are 4. The
volume will have two groups. Data I/O will be read/written to
this volume of two groups at the same time with two data

copies. /

3. Brick distribution mode: There are 2 modes can chose, “Based on Security” and “Based on
Capacity”.

Let's take independent Scale-Out Server N5810pm2nd with 4 bricks to execute to show the
behavior while applied in two different modes. This Scale-Out server has IP: 172.16.65.107 and 4
bricks available.

13



& C (} | ® 172.16.65.107

Setting Panel

O, Function Search

Centrol

Storage Poo Volumes Auto Management

Brick Count Pure Server Mode = Status \

RAID Nams

Stalus Disk Capacity

Based on Security mode: By choosing this mode, the system will require the available bricks
to be from separate units. On the other hand, to choose this mode,
it has to have 2 systems to meet the requirement or system will

prompt an error message.

Below there is a screenshot to illustrate it did not have available

brick to create Scale-Out volume in “Secure mode” and error

message prompted.

Volume Setting

Please 1IN ihe setling value of volume

Create Failed

Availabie capacity: 0 KB

Based on Capacity mode: By Choosing this mode, the system will allocate the maximum
capacity from the available bricks to create Scale-Out volume. In
this scenario it is unnecessary for the available bricks to be from
separate systems but it could risky if system failure occurred.

14



An example of a system that is based on “Capacity mode” is shown
below.
To create Scale-Out volume in 7.3TB with 2 groups.

\olume Name watvoiume Group Brick Group Capachy

Replza 2 : Group1! 5578

Bnck Distribution Mode Based oncapacity v

1878

Advanced »

Available capacity- 7.3 TB

Once the Scale-Out volume mode has set, it
can’t change or it needs to reset Scale-Out and
re-initialize. .

Click on Advanced, there are three more setting can be setup. In normal circumstance, it has no
need to change and leave as default value.
4. Cache size: Size of the read cache, default value is 32MB.

Advanced

Cache Size 32 MB = (4MB-32GB)

5. Write Behind Cache Size: Size of the write-behind buffer Default value is 1MB.

Advanced
Cache Size 32 v | MB ¥ (4MB-32GE) .
Write Behind Cache Size 1 sl MB » (512KB~1GB}

6. 10 (Input/Output) Thread Count: Number of threads in IO threads translates which are
concurrently performed at a given time, default value is 16.

15



Advanced »

Cache Size 32 v MB ¥ (4MB-32GB)
\Write Behind Cache Size 1 v MB ¥ (512KB~1GB)
IO Thread Count 16 d -84 2

Click on "Apply” button to confirm the settings, then you will have your first Scale-Out volume
created, please look at the screenshot below.

Scale Qut  Storage Pool | Volumes | Awuto Management

Add Cperation - Refrash
Status Yolume Name T | Capacity Replica Brick Cou... Health
4| On 181SCvolume 000% 3942MB/182TB 2 2 Normal
Gropp  Hostname RAID Mame Capacity Status
172.16.65.103 15t 18TB Online
172.16.65.153 sc2 18TB Online
172.16.65.103 15102 1678 Unused

This volume has 1 group and each group contains two data copies.

The system will allocate bricks to volume
groups automatically. This cannot be assigned
manually.

The Scale-Out volume capacity is optimized through thin-provisioning. Users can create as many
Scale-Out volumes as needed.

Let's create the 2™ Scale-Out volume with the name “2ndSCvolume” at replica level 3. Same steps
as above have been taken as can be seen below.

First Scale-Out volume “1stSCvolume” in one group, two data copies.

Scale Out  Storage Pool | Volumes | Auto Management
Add Cperation « Refresh
Status Voiume Name Y Capacity Replica Brick Cou... Health
4] On 1s1SCvolume 0.00% 3949MB/1827TB 2 2 Normal
Group  Hostname RAID Name Capacity Status
172.16.65.103 1st01 1878 Online
1 172.16.65.153 sc02 18718 Online
172.16.65.103 1s102 18718 Unused

16



Second Scale-Out volume “2ndSCvolume” in one group, three data copies.

Scal

Add

e Out

Status

On

Group

Storage Pool | “Volumes

Operation «
“olume Name
1815 Cvolume

2ndSCvolume

Hostname

172.16 85,103
17216 65103
172.1665.153

Auto Management

YT Capacity

RAID Mame
1st01

sc02

0.00% 3949MB/1.82TB

0.00% T628MB/1.82TB

Capacity
1E8TB
1ATB
1878

Replica

2

]

Brick Cou. ..
3
Slatus
Online
Online
Online

Refresh

Health

Normal

Normal

17



Volume Operation

Volume Start and Stop:

The created Scale-Out volume can be stopped or started again by selecting it from the available list
then clicking on the “Operation” button from sub menu bar. To stop a Scale-Out volume can be
achieved by simply clicking on the “Stop” button. Once confirmed, the Scale-Out volume status will
change its status to “Off” and will be inaccessible from the Scale-Out client. Vice versa, the
Scale-Out volume can be started again by clicking on the “Start” button and the status will change
to “On”.

Scale Qut Storage Poo Volumes Auto Management
Add Operation - i A

" Scale Out Storage Poo Violumes Auto Management

Status Start Capacity
1 | Operation «
4 Or Sl
olume Name Y Capacity
Group | E*P2 0.00% 39.49 A
i
Repair All Volumes P Group  Hostname RAID Name Capacity
721665103 1st02 72.16.65.103 1st01 1.8TB
72.16.65.153 sc02 18TB

b C 2ndSCvolume 721665103 1stD2 18TB

Volume Expansion:
The great thing about Scale-Out is the capability of dynamic expansion. From sub menu tab click
on “Operation” and it will show options dedicated to global capacity expansion and repairing.

ale Out Storage o \ mes Auto Managemer

Operation v Refresh

If the expansion is performed for a particular volume, select the associated volume and click on
“Expand Capacity”, then the system will auto check available bricks and proceed with the volume
expansion. If it is required, expand capacity for all volumes by choosing “Expand All Volume
Capacity”.

Let’s create additional 3 RAID volumes from Scale-Out server N5810pm1st (172.16.65.103) and
execute capacity expansion.

18



Additional 3 RAID volume has been created as shown in the red circle below:

- C () | 1721665103 T R e 0 = 8 2
Setting Panel -
Q, Funchion Search RAID | Disk  Spin Down  Disk Security
Caninod -

reang

Privilage v

RAID Name  Staus Level Disk Capacity File Sysi.. FSCK Time FSCK Stafus
Shorage N

@ 1st01  Healhy  JBOD 2 | 0.00% 0.04G5/1659.50G6 | xfs
BE iscsi 152l35Crepai Healthy JECD 5 | 0.00% 0.0338/185950G8 | «fs
8 150 Mount 1gse0d Heallhy JE00 ] | 0.00% 00038 /18605068 | bt
# 550 Cache 1s8sc05 Healthy JEOD F I 0.00% 0.07GE/15830.30G6 | exid
' Disk Clone and Wipe 155006 Healthry JEOD I 0.00% 0.03G8/185050G8 | =k

52 scale Out

Bricks for Scale-Out server N5810pm1st has become 5 numbers from the original 2.

Scale Out | Storage Pool | Volumes = Auto Management

Add Peer Re
NAS Name Y [P Address Y | Brick Count Pure Server Mode = Status

» N2810sc 172.16.65.153 1 Online

4] N5810pmist 172.16.65.103 5 ® Online

No RAID Name Status Disk Capacity
1 & 1st01 Healtny 2 1878
2 1s:03SCrepair Hegithy 3 1818
3 1stec04 Healthy 3 1878
4 1stsc05 Healthy 4 1878
5 1stsc06 Healthy 1 18718

Select 2ndSCvolume and choose “Expand Capacity” from Operation dropdown list.

Scale Out | Slorage Pool | Volumes | Awlo Managemant

Add | Edit  SOperafion = Refrest

Status = Capatity replica Brick Cou... | Health
b oOn Stp ] DOD% 3B3GMB/182TE 2 Mol
Expand Capacity
Group | - O Hame Capacity Siates
1 qtcfl..:ﬂl I.'Tl.mcs i 18TE Onling
1 1721665103 1803SC repair 18TE Caline
1 1721665153 sci2 18 TE Cnline
172.16.65.103 15tscd 18TE Unusad
172.16.65.103 15t 1.8TE Unusad
172.16.65.103 15 k5209 18TE Unused

19



System will check available bricks and the Scale-Out mode. In this case, system has found 3
unused bricks and “Based Capacity mode” for this Scale-Out volume. It is now giving capacity

expansion of an additional 1.8TB as shown below in green part.
Expand Capacity X

Brick Distribution Mode ©  Based on capacity

Group Brick Group Capacity
1st01 1878 '

Group? 1st03S8Crepalr 1878 1878
sc02 18718
15t5¢06 1878

Group2 1stsc04 18718 | 1878
1stsc05 1878 |

Available capacity: 18 TB->36TB

After clicking on “Apply”, the capacity will be expanded from 1.8T -> 3.6T.

Add Edit Cperation - Refresh
Status wolume Mame T Capacity Replica Brick Cou... Health
»  On 1st&8Cvolume 000% 3938 MBI1.62TH 2 2 Normal
I 0.00% 11566 MBI3E3TB
Group  Hosiname RAID Nama Capacity Status
1 1721684158 13101 1878 Onlire
1 1721664 158 151038 Crepair 18718 Online
1 1721665153 soll2 1418 Online
2 1721664 158 1sisc 06 14TH Cinline
2 1721664158 1si5c04 1878 Onling
| 1721684158 1515c05 1878 Cnlirse

This expansion case is only applied to \
2ndSCvolume because all available unused
bricks are coming from one unit. And
1stSCvolume has volume mode “Based on
Security mode” which required brick from
different system.

J
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Volume Repair:

Other than using available bricks to expand volume capacity, it can be used to repair damage in the
bricks. Following the same scenario as above, the user can select a particular one or all volumes to
repair.

In the example below, one bricks is damaged on Peer 172.16.65.103 and the system has detected
the issue, the volume status will show that the Scale-Out volume is "Abnormal” and also lists the
damaged brick.

Setting Panel

- 3
Q, Function Szarch Scala Out = Storage Pool | “olumes | Aubo Manapement
Conirol -
hy Operation = Rafash
Privilege » -
Status ilurre Mame T Capacity Replica Brick Cou... Health
5::'.1|_||: &
4| On 1515Cvalume 0.00% Z95ME/1EZTE 2 . Norma
& Disk & Raid
# 33D Cache —— N =
Group  Hosmame RAID Mame Capacity Status
‘s Disk Clong and Wipe 1 179 1685103 i T8 nline
 Geala Ol s mE 4 P A -
~ Scale O 1721665 153 scii2 ATE COinline
SENILES v
Backup v | 4 On ZndSCwalume 0.00% 305MB/1B2TE 3 3 ADNOIMa
4
oupl: Pa cks of group is ofline or dama ncreased nsk of data loss. Please star scale out
ond ect peer let bricks online, then repair valume to replace damaged brick with
[¥] ¥ E K
\
Group  Hostname RAID Mame Capacity Status
47 48 BE 40073 4 oAl 4 + O TO i
172 16.65.103 Damaged
T4 10.09, 103 Ll 3 18

Let’s repair the brick by replacing it with a new one. To do this, we have created a new volume
named“1*03SCrepair”’ from Scale-Out server N5810pm1st.

RAID Disk Spin Down Disk Sacurity

Create
RAID Wame Status Leve Disk Capacity File Syst
& st lealthy JBCOD 2 | 0.00% 0.04GB/1859.50G8B xfs
15t033Crepair | Healthy JBOD 5 | 0.00% 003GB/185050GE s

The next step is to go to the Scale-Out volume setting page and choose “Repair All Volumes
Capacity”.
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Scala Out Storage Poal Wolumeas Auto Management

B | Operation = Rafresh
Status Sart Capacity Replica Brick Cou... Health

b On Stop | 0.00% 393EMES1EZTE | 2 z Morma

b On 0.00% 3938MBr1BE2TE 3 3 Abnormal

Expand All Vialumes Capacity |

Rapair All Volumes

Now the volume has been repaired and is back to a healthy status.

Scale Out = Storage Pool | Vobiumes | Auto Management Repair Success
Repair All Volumes Capacity Finish
Add Edit ' Cperation «
Status Volume Name Y | Capacity Repiica Brick Cou Health
» Or 1$1SCvolume | 000% 3939MB/182TB 2 2 Norma
0.00% 3930MB/1.82 ?'::1 B8
Group Hostname RAD Name Capacity Status
e P 1878 Online
1 13103SCrepair 1278 online
$c02 18718 Onling

Scale-Out Volume Editing:

The created Scale-Out volume can be edited by selecting it from the available list then clicking on
the “Edit” button. The Scale-Out volume can be changed through some advanced setting pertaining
to cache size, Write Behind Cache Size and IO Thread.

Rules to accept or reject connections can also be specified for the Scale-Out volume. Click on
“Security Setting” and the screen below will appear.

Edit Volume *
General Salings | Security Seling
Add Rule Remove All Rule
Mode T | IP Addrass T
Slap Violumie Apphy Canceal —|

Click on “Add Rule” to add a new connection definition or “Remove All Rules” to clear the list.
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Auto Management

Scale-Out can be empowered to work smartly by enabling “Auto Management”. There are 3
different settings that can be enabled.

Scale Qut Setlings Storage Poo Violumes Auto Management

Ma
Auto create KAIL with unused disks (Type: JBLLD, Filesysiem: birns. ¥ disks have data, won1do anything)
When system detect disk be plugged, system will aulomatically build RAID with this disk (Type: JBOD

Filesysiem: birfs If disks have data, wont do anything)
When you creala/dalate RAID or RAID damaged, system will try to repair valume with unusad brick (only

repair damaged brick in volume, won't repair ofline brick

Apply

1. If scenario one is enabled, the system is cold booted with a disk installed (clean), then the RAID
volume will be created automatically by default and this RAID volume will become an unused brick.
2. If the 2" scenario is enabled, a disk is plugged in (hot plug-in, disk clean), then the system will
create a RAID volume automatically and this RAID volume will become unused brick.

3. If any brick from volume group is damaged, the system will use unused bricks to repair it.

Stop Scale-Out

In any case, if the Scale-Out server needs to stop, click on the “Stop Scale-Out” button. The status
for the Scale-Out server will change to “Offline”.

Example for stopping Scale-Out server on system IP 172.16.65.153:

Scale Oul

Stop Success

ale Out Success
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If you now check on any member of the associated Scale-Out server group ex. 172.16.65.103 the
status of the system IP 172.16.65.153 will be shown as “Offline”.

€  C {} |®1721665103 E TR EE KX
Setting Panel -
Q, Function Search Seale Out | Starace Poal | Volumes  Aulo Management
| contrer =
Add Peer Refresh
Privilega
MAS Mame ¥ |F Addresg ¥ Brick Count Pura Server F."I-_CIIIE SILIJE
Shomas e 172.16.65.153 0 Cfline
o Desk & Raid b N5310pmist 172 1665103 T 5 e
# 55D Cache

Stopping the Scale-Out server won’t affect any data existing in the Scale-Out server volumes. By
Restart the Scale-Out server to put this Scale-Out member back to online status.

Reset Scale-Out

If the Scale-Out server needs to be removed from the Scale-Out group, click on “Reset Scale-Out”
to apply.

WARNING: Once it has been confirmed, all data inside the Scale-Out volumes
will be destroyed completely and there is no way to get it back.

Setting Panel

Q, Function Search..
Control v
Privilege v
Stworage -
£ Disk & Raid

2= |scs!

6 ISO Mount
; Reset Scale Out X
$ SSD Cache

" Disk Clone and Wipe Reset Scale Cutwill clean all peers of clusier that

scale out settings and data of Volume, all peers

m will be clean. Before Reset Scale Cut please
check your have backup your data of Volumes

L2 .
ww SWIt
i you wantto resat Scale Out please input “Yes'
2 High-Availability and ciick “Yes".
Sanaces v
Yes??
Backup v

oK
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Create Scale-Out Shared Folder

After the Scale-Out server group setup has been completed, the Scale-Out volume will be ready to
use. Next, we will go through how a Scale-Out client can connect to a Scale-Out volume.

Let's take an N2810 with the IP http://172.16.65.153 in Scale-Out client mode. The system has
been created with Scale-Out “Client-Server combo mode”, so it can be used as client role to access
Scale-Out volume.

To connect with the Scale-Out volume, please go to “Share Folder” under “Privilege” in the Setting
Panel.

Setting Panel -

Click on “Create” and the screen will appear as below.

Create

Steps:
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1. Folder name: To be seen on file protocol level access, let’'s choose “1stSCfolder” as a folder
name.

Create x
General Settings User ACL Group ACL NFS
RAID 1D L1 v
Folder Name 15tSColder

2. Description: Fill in if needed.

3. Public/Read-Only/Browseable: enable/disable as needed.

4. Mount Scale-Out Volume: Enable this one and input the Scale-Out Volume IP address and
Volume Name.

#| Mount Scalue OutVolume

IP Address

YVolume Name

The IP address can be that of any Scale-Out server member, we have 172.16.65.153 and 172.
16.65.103. The volume names are those we have created earlier; they are “1stSCvolume” and
“2ndSCvolume”. Let’s fill in 172.16.65.153 and “1stSCvolume” then click Apply

Create %

Ganeral Setngs NFS

RAID D 501 -
Folder Mame 1st5Ciolder
Description Mount Paint For Scale OutVolume
#*| Public
Read-Only

*1 Browsable

#| Mount Scale Out Volume

IP Address 172.16.65.153

Violume Name 1st3Cvolume

Apply Cancel
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Shared Folder

Craate
Folder Mame T Createon.. File System Public Destription
snapshot sc01 entd Mo
MNAS_Public sl extd Yes
HOME 5c01 el fas
eSATAHDD 5c01 exltd fas
LISBHDD sc01 entd Yes
[ 1st3Cfolder sc01 Scale Out @ Yes Mount Point For Scale Cut Volume ]

Now in the shared folder list,”1stSCfolder” has been added. It can be used just like a standard
shared folder. Let’s connect via Windows and we will see that “1stSCfolder” is there; please refer to
the screenshot below. Surely you could use the same steps to create more Scale-Out folders, even
using the same storage resources.

Home Share View

|'3-;| v 1T M) Network » 1721665153 »

A Favorites l 15tSClolder ) €SATAHDD | home
Bl Desktop o ) Share -, ’7 Share - Share
& Downloads

= Recent places NAS_Publc usbhdd
B Share < Share

4 Libraries
[2 Documents
o' Music
&=/ Pictures
8 video:

«& Homegroup

1% Computer
B Local Disk (C:)

€ Network

Support

If you have questions, encounter technical difficulties or need assistance with your NAS or setting
up Scale-Out, please contact Thecus technical support under: http://www.thecus.com/sp_tech.php

28


http://www.thecus.com/sp_tech.php

	General Explanation of Scale Out
	First Steps and Scale-Out Mode
	Enabling Scale-Out
	Storage Pool
	Volumes
	Volume Operation
	Auto Management
	Stop Scale-Out
	Reset Scale-Out
	Create Scale-Out Shared Folder
	Support

